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1 Abstract 
The goal of this lecture is to introduce the listener to the Intel® nGraph™ (nGraph) [4 – 7]. The framework 

allows to make the work of data analysts, algorithm developers, software engineers and programmers 

portable, adaptable and deployable for the most advanced hardware available today for solving the 

problems of machine learning [4]. 

The nGraph is based on the idea of representing a deep neural network model in the form of a data-flow 

graph. Based on this representation, the nGraph library contains framework bridges, transformer ops and 

graph shaping elements. The lecture discusses in more detail the conceptual issues of the nGraph. 

There are two ways of working with nGraph: building a third-party deep learning tool to work with nGraph 

and then training a deep model, converting the trained model to the Open Neural Network Format Format 

(ONNX) [8] to execute on the hardware supported by nGraph. The lecture considers the first version of 

nGraph using the Intel® neon™ Framework. The procedure for building and installing nGraph, as well as 

Neon for working with nGraph [9] is given. An example of training and testing a fully-connected network 

for solving the problem of handwritten digit recognition is considered. There differences from the examples 

examined in the course are represented. 
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